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Abstract 

Backdoor, Exploits, Shellcode, analysis, fuzzers, generic, normal, reconnaissance, DoS, and 

Worms assaults are among the threats detected and classified by this research study using the 

UNSW-NB15 dataset. To improve accuracy, the feature selection process is carried out 

utilising the VFS (Validated Feature Selection) algorithm, which selects just the most important 

features. Finally, utilising the EC (Estimated Classifier) algorithm for classification, the 

incursion is classified. The sort of assault is revealed during the prediction phase. Finally, the 

new VFS-EC model was assessed using various performance measures and compared to other 

existing models to demonstrate its efficacy. The findings of the study revealed that this method 

is highly effective in identifying and classifying attacks with greater precision. 

Keywords: -Intrusion detection, UNSW-NB15 dataset, Feature Selection, Estimated Classifier 

are some of the terms used in this paper. 

I. Introduction 

According to the Global Internet Statistics Report, the number of active users on the internet 

has increased to 4.66 billion in recent days, generating more than 2 quintillion bytes of data per 

day. It demonstrates that the velocity of data access from various sources has accelerated 

dramatically, as has the development of techniques and hacking tools. As a result, data security 

and privacy are required to protect data from various intrusions or hostile attacks. Because of 

the increased volume and speed of data, traditional intrusion detection systems were unable to 

detect assaults or intrusions in a timely and efficient manner. Certain computational 

procedures, on the other hand, are difficult by nature to handle such data, necessitating 

advanced intelligent approaches and strong technologies. Intrusion detection systems, or IDS, 

play a critical role in identifying attacks. The IDS system will monitor network traffic in order 

to detect threats, attacks, or suspicious activity. When this type of activity is detected, it may 

send an alert to the appropriate administrator. A variety of machine learning techniques can be 

used to efficiently deal with the infiltration. Different machine learning techniques can be used 

to efficiently manage and classify intrusions or attacks [1-3]. 
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For more than two decades, IDS systems have been used to improve network and 

information system security, and it has been referred to as a significant tool [4]. In order to 

safeguard smart IoT devices, IDS is used, and it has handled numerous assaults while analysing 

and monitoring suspicious traffic in a networking environment [5]. Traditional IDS method 

execution on IoT is referred to as a trial due to the unique protocol stacks, standards, and 

architectural constraints. Because all attack types are ineffective at protecting, new solutions 

are required, such as physical hardware applications that use network probes to transmit 

encrypted data to a distant server and perform malicious detection. However, it necessitates 

substantial resources [6]. The IDS is critical in repelling hacker intrusion and producing 

effective IDS, which is referred to as a serious challenge. Machine learning algorithms can be 

used to detect suspicious attacks. Machine learning algorithms are developed and applied to 

undiscovered input during the detection process. In a network, several categorization 

algorithms, such as machine learning, are employed to detect assaults. Feature reduction 

strategies can be used to improve the detection time and the performance of classifiers [7]. 

The first intrusion detection system was created in 1980, and since then, various mature 

IDS products have emerged. However, several IDSs continue to have a high false alarm rate, 

generating several signals for non-threatening circumstances, which concerns security analysts 

because real malicious attacks can be overlooked in some cases. As a result, some academics 

are concentrating their efforts on building IDSs with lower false alarm rates and higher 

detection rates. Another difficulty with current IDSs is that they are incapable of identifying 

unknown attacks. Because network environments are always changing, new attacks and 

variants occur often. Enhanced IDS is used to detect unknown attacks, which is critical. The 

researchers consider machine learning methods when creating IDSs. Machine learning is a type 

of artificial intelligence that can extract useful information from large datasets. IDSs based on 

machine learning can achieve decent detection levels and consequently enough generalizability 

in detecting unknown attacks and variants once sufficient training data is acquired. 

Furthermore, IDS based on machine learning does not require much technical knowledge, 

making it simple to develop and design. [8] 

Certain comparative studies have been carried out, but no comprehensive research has yet 

been carried out. As a result, the focus of this research is on developing an IDS for networks 

with improved feature selection and classification methodologies, as well as investigating 

various and effective feature selection approaches. The current research focuses on combining 

feature selection with classification algorithms to improve IDS accuracy. Establishing the 

makeshift IDS presents some difficulties. Traditional IDS system execution is considered a 

trial due to architectural constraints, protocol stacks, and standards. Another aspect to consider 

while detecting intrusion is resource and computational limits. All sorts of attacks must be 

detected, and this will raise the rate of intrusion detection accuracy. A better feature dataset 

must be used to investigate all types of performance measures. 

A unique VFS-EC algorithm is proposed to handle the above complications, such as focusing 

on all sorts of attacks and improving the accuracy of identifying incursion rates.  

As a result, the study's main contribution is: 
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• The created IDS system should be effective in detecting all types of attacks quickly and 

accurately. To achieve this, cross verified Artificial Neural Networks with Random Forest 

Classifiers, namely EC, were utilised for classification, and an efficient feature selection 

approach, namely the VFS algorithm, was applied to boost classification accuracy. It also 

returns the best solution from the global optimum. 

• The UNSW-BoT Dataset is used to analyse categorization performance. To assess the 

proposed IDS system's effectiveness in detecting malicious attacks, the performance was 

compared to that of other existing models. 

1.1 Paper Organisation: 

The rest of the paper is arranged as follows: part II discusses related IDS works as well as 

various machine learning methods for handling various assaults. In section III, the proposed 

VFS-EC model is briefly discussed. In addition, the results and debate are displayed and 

illustrated in section IV. Finally, future work is discussed in section V of the study. 

II. Related Works 

Two machine learning algorithms, feed forward neural network and boosted decision tree, have 

been established for detecting malicious behaviour in data transmission networks. Performance 

and sensitivity values are satisfactory. The results are analysed and compared to previous 

investigations, demonstrating their efficiently [9]. A deep learning-based approach was built in 

[10] to ensure standard security issues like as authenticity, trust, and privacy. In addition, this 

[11] model included a hybrid data optimization technique that included feature selection and 

data sampling. Isolation forest-iForest has been used to eliminate outliers, and a genetic 

algorithm-GA has been used to optimise the sampling ratio. The ideal training dataset was 

achieved using a random forest classifier on the UNSW-NB15 dataset. This model has been 

shown to have a few unusual behaviours. More time is necessary for data optimization, and 

online procedure assistance is considered a limitation. This methodology can also be used in 

other areas of anomaly detection, such as fraud detection. Because classifier training requires 

more time, searching methods are optimised. 

Only one strategy is utilised for pre-processing data in all machine learning processes. 

Even while the random forest classifier takes longer, it performs better [12]. On the UNSW-

NB15 and NSL-KDD datasets, as well as a network log in campus with 300 million daily 

records, another ensemble learning-based support vector machine, auto-encoder, and random 

forest were employed. The results of this model, when compared to the findings of other 

studies, reveal that the ensemble learning model reduces the number of incorrect negative and 

positive predictions [13]. IDS-CNN, a Convolutional Neural Network-based system, displayed 

tensor flow, traffic analysis, and a packet capture interface, among other open-source tools. 

The machine learning interface tensor flow focuses on neural network training and testing, 

intrusion response, and pre-processing. When compared to previous techniques, precision 

results reveal higher values [14]. 
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On the KDD cup dataset, IDS based CNN had a higher detection rate when compared 

to other IDS classifier systems. The rate of false alarms should be kept to a minimum [15]. 

Alarm filtering has been focused on improving detection rate accuracy. In comparison to 

unsupervised clustering, a higher intrusion detection rate was achieved utilising hybrid ant 

colony optimization, which resulted in a lower false alarm rate. The ant colony optimization 

algorithm [16] was converged using K-means clustering. RNN-IDS stands for Recurrent 

Neural Networks with other machine learning models that were studied and their performance 

evaluated on the NSL-KDD dataset. Accuracy can be improvised, but the time spent on training 

is more important to consider [17]. The detection rates of unknown assaults have been 

improved utilising the support vector machine and extreme learning in multilayer-based hybrid 

IDS. The IDS performance and total training time were improved using the modified K-means 

algorithm [18]. 

Several optimization approaches were applied to the NSL-KDD dataset in order to 

maximise the rate of correctness. The invaders network protocol has allowed anomalies in 

network traffic to be spotted and evaluated using the NSL-KDD dataset [19]. The 

dimensionality reduction plays a significant role in higher dimensional network traffic since 

anomaly detection resulted in time consumption in higher dimensional network traffic. On the 

KDD CUP 99 dataset, a Bayesian network was used for classification, and relevant features 

were chosen using the firefly technique. Accuracy improved as well [20]. Furthermore, the 

accuracy of IDS, which is based on CNN and a random forest classifier that extracts features 

from raw network packets, has been improved. On organised data, random forest performed 

better, whereas unstructured data was handled by CNN. Certain attacks have been identified, 

but they have resulted in increasing computing complexity and length [21]. 

Due to resource limits and computational complexity, intrusion detection can be 

difficult in some instances. K-NN and SVM developed light-weight access control techniques 

to preserve computing resources and system lifetime in IoT devices [22]. In some 

circumstances, utilising data mining methodologies, the accuracy rate is not adequate, so a new 

IDS-based linear correlation co-efficient for feature selection was used, along with a 

conditional random field and CNN for classification. Greater precision has been achieved. On 

the basis of optimised conventional approaches, more efficiency has been achieved [23]. The 

efficiency of using traditional IDS-based advanced attack detection is lower. Deep learning 

models can also be used to handle this problem however they are mostly focused on Denial of 

Service (DoS) attacks. Probing attacks, DoS attacks, user to root U2R attacks, and remote to 

local attacks were all included in the KDD cup-99 dataset for testing. In comparison to RNN, 

CNN is more effective in detecting intrusions. There hasn't been much work on multi-class 

categorization yet [24]. For DoS attack detection, many machine learning and deep learning 

algorithms have been examined, with greater accuracy [25]. 

Another problem is to find different IoT malware detection methods that can work 

quickly and accurately in the IoT industry. The malware detection dynamic evaluation based 

neural network was used to extract different behaviours in relation to system calls, memory, 

and virtual process systems. It can also be converted into virus images, and the losses can be 

reduced by analysing these behaviour photos [26]. In automated IDS systems, U2R, probing 
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attacks, and R2L assaults have been prioritised, and computational overhead has resulted in the 

detection of other attacks from NSL-KDD datasets. Stability and potentiality, on the other 

hand, were also noted [27]. For dimensionality reduction, an ELM-based neural network with 

extreme learning has been used. On the NSL-KDD dataset, both IDS execution and detection 

efficiency improved. There has been evidence of improved performance [28]. The paper uses 

the ML algorithm Canny method and the Smallest Univalue Segment Assimilating filter to see 

how effective Deep Learning performs. Additionally, using these SUSAN filters helps reduce 

image noise and helps detect the corner of images using the enhanced canny algorithm. SUSAN 

beats traditional edge detectors and gives more accurate results [29]. The ML algorithm using 

this proposed methods use the pre-trained neural network to recognise additional edge pixel 

values. A CNN is used to calculate the edge of an image patch. [30]. 

II. Proposed Methodology 

The novel proposed IDS model, VFS-EC , has been elaborated in this part, and the entire flow 

is depicted in fig.1. The UNSW-NB15 dataset is first loaded, and then pre-processing is carried 

out. To improve accuracy, the feature selection process is carried out utilising the VFS 

algorithm, which selects just the most important features. Finally, utilising the Novel EC 

algorithm, the anomalies are classified. The sort of assault is revealed during the prediction 

phase. Finally, the new VFS-EC model was assessed using various performance measures and 

compared to other existing models to demonstrate its efficacy. 

 

Fig. 1. Flow of the proposed VFS-EC Model 
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Here, “1” is represent feature is selected and second “0” is represents feature is discarded. 

 

3.1 VFS Algorithm for Feature Selection 

In this section, we present a detailed description of the proposed method. VFS is a process of 

selecting relevant features of a dataset in order to improve the learning performance, decreasing 

the computational complexity, and building a better classification model. Based on the nature 

of the feature selection problem, a VFS algorithm is usually applied to find an optimum feature 

subset. Every algorithm is represented as a vector with N entries, where N is the total number 

of features in a dataset. Each vector has the value 0 or 1, where zero indicates that the feature 

is not selected whereas one represents that the feature is selected. 

 we proposed to reduce the two formulas of sine and cosine into only one formula: 

Instead of switching between two formulas, we suggest to limit the updating position to only 

one of the previous formulas. Indeed, we believe that the choice between the two formulas is 

arbitrary because both sine and cosine functions return values between 1 and +1 for a real input 

in the interval [0, 2π]. Therefore, we think that Exemption from alternation between these two 

functions will not inflict the performance of the algorithm. On the other hand, to reach a good 

tradeoff between intensification and diversification, we introduce a new equation that depends 

on the random variables C and r1. This ensures an efficient transition between exploration and 

exploitation. Eq. (1) below shows the new update positions: 

 

where C = b*d, and b is a constant integer, generally in the interval [1, 5].  

Where.. 

➢ S1=next positions region (movement direction) 

➢ dist ∈ [0, 2π], is a random variable, difference between the current position and its 

previous position in the state space. 
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➢   weight is a random variable.   d is used to choose different search paths, sine or not, 

according to different random values. gives weight to make d>1 or d <1 to reach its 

destination. 

➢   Pi is the objective solution 

Algorithm 1:  VFS (agent no, dataset, dimension, max_iter,upper bound, lower 

bound) 

INPUT:  

 

Search agent number, dataset, dimension, max _iter, upper bound, lower bound 

 

OUTPUT: Vector with 20 best solutions 

 

 

1.Initilaize positions of all agents(X) 

2.Calculate the cost function of each agent(fit), and select the best position’s agent 

(Best_pos) 

3. T-2; WHILE (t <= max_iter) DO s – t*(s/max_itera); % decreasing iteratively 

FOR each agent (X), from the dimension (j) DO dist– (2*pi)*rand (); weight-rand 

(); C– b*rand (); % updating of the position of the solution  

IF (C< s – t*(s/max_iteration) m=Get_rand_position(); %get a random position 

from the search space [lb,ub]  X(j)=(1-r1)*  X(j)+(r1)*m;  

ELSE  X(j)=Best_pos (j) + s – t*(s/max_iteration *(sin(dist))*abs(weight* Best_-

pos(j)-X(j)); ENDIF % end of the updating solution’s position 

 END FOR 

1. Calculate the new cost function (Fit) of each agent (X), and get the best position’s 

agent (Best_pos). 

2. Increment (t);  

 

END WHILE END ALGORITHM 

 

 

Algorithm 1 shows the pseudo-code of the VFS algorithm. In the first step, positions of 

solutions are randomly initialized in the search space. After that, a loop containing max 

iteration steps is executed to find an optimal feature subset. In each iteration of the loop, the 

score (Fit) of each solution is calculated using the cost function defined in Eq (3). After this 

evaluation phase, the best solution (Best pos) from the population is determined according to 

the best score. The updating of solutions is achieved using Eq (1). Particularly, for updating its 

position, each agent switches between two formulas that serve to the diversification and the 

intensification strategies respectively. This switching is controlled by two parameters s1 and d, 

where s1 decreases at each iteration and d is a random number between 0 and 1: The 

diversification is performed if the inequality (d < s1) holds, otherwise the intensification is 

performed. Moreover, the updating parameters (s1,d) are adjusted in order to obtain a suitable 
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transaction from the diversification strategy to the intensification strategy, which ensures a 

good balance between them. 

        The variables used are the same features number in the given dataset. The variables are 

limited in the range [0, 1], where the variable value approaching 1 means that its corresponding 

features are candidate to be selected in the classification. In individual fitness calculations, the 

variable is the threshold to decide the exact features to be assessed as in Eq. (4):  

fij = 1, if Xij > 0:5; otherwise, 0            Eq. (4) 

where Xij is the value of dimension for search agent i at dimension j. While updating each 

position of search agent at some dimensions, the updated value can violate the limiting 

constraints: [0, 1]; hence, we use simple truncation rule to ensure variable limit. Each candidate 

feature is represented as a binary vector with one dimension. The vector is used for features 

mapped to be in [0, 1] interval based on threshold value that is set to 0.5, indicating to the upper 

bound (ub = 1) and the lower bound (lb = 0). 

Initial population 

The VFS Algorithm begins first randomly with positions to converge the global optima. It then 

calculates the value of fitness for every individual. It allocates the utmost remarkable location 

to FS as candidate features. Every solution is presented as a binary vector in one dimension. 

The number of the vectors is equal to the number of features in the original dataset. All cells 

within the vectors are labelled with 0 or 1. One value is indicating that the feature is selected, 

otherwise indicating that the feature is ignored. 

Feature subset representation  

A potential solution (a features subset) is represented by a features vector where each feature 

corresponds to a dimension and every variable is fixed to a range within [0, 1]. We assume that 

m-dimensional data set is input data to Feature selection technique. The data values are 

represented by matrix (Data n*m) where n represents total number of data samples and m 

represents total number of features in data set. The aim of Feature selection technique is to 

select optimal subset of features from all available features. Suppose X={X(i)| i=1,2, 3,..,m} is 

an original feature set with m dimension. The decision of selecting or rejecting a feature is 

taken as follows: if the position value is greater than or equal to 0.5, then the corresponding 

feature is selected. otherwise, this feature is rejected. In individual fitness calculation, a 

threshold is used to decide the exact features to be evaluated as in the following Eq. (2) 

 

here Xi,j is the dimension value for search agent i at dimension j. Notice that while updating 

each search agent’s position at some dimensions, the updated value can violate the limiting 

constrains [0, 1]. To overcome this problem, we have used a simple truncation rule to ensure 

variable limits. 
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Classifier  

K-Nearest Neighbor (KNN) classifier is a predictor of variables weight at a distance based on 

trial-and-error process. K-Nearest Neighbor is utilized as a part of the fitness function in all the 

experiments due to its excellent performance in classifying. 

Fitness Function 

In this study, the fitness function is applied to assess each feature subset in the search space of 

Sine Cosine Algorithm based on K-Nearest Neighbor (KNN) as a classifier, where K = 5. The 

proposed fitness function is calculated by using  Eq. (3). 

               

Feature selection can be considered as a multi-objective problem in which two contrary 

objectives must be satisfied. These two objectives are the maximum accuracy, and the other is 

the minimum number of selected features. The fitness function that is used to evaluate each 

individual is shown in Eq.3. where ER(D) is the classification error, D is the number of selected 

features constant value (fixed 0.05) to control the classification accuracy performance to the 

features number that is selected, N is the total number of features in the dataset,  and  are 

two parameters related to the importance of accuracy and number of selected features,  [0, 

1] and 𝛽=1-α.  

Mutation operator 

The mutation operator can be employed with distinct traits that are not present in the ancestor 

to generate a new set of people. It can also be used for binary, real, or integer representations, 

and it comes in a variety of kinds. Mutations were created by randomly picking one or more 

bits and flipping the value depending on a set of probabilities. After using the crossover 

operator, the SC algorithm performs mutation as an internal function, which further builds new 

solutions and improves the exploration ability. The mutation operator is written as follows: 

Pc
v+1 = Mutation(Pc

v)             Eq. 4 

The suggested study used the VFS algorithm for feature selection, as illustrated in fig.2. 

The location is initialised, the objective function is used to evaluate the search agents, the best 

solution is changed, and the location is updated in this operation.  The position of the search 

agent is also updated. Returning to the global optimum may be the best solution. In this 

approach, the important trait has been chosen. 

3.2The EC method was used to classify the identified intrusion. 

This ANN model is paired with a random forest classifier and k fold cross validation. This 

suggested model eliminates hyper parameter adjustment, making it suitable for large data 

volumes and low memory needs. 
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The random forest classifier's skill was assessed using the cross-validation approach. 

When evaluating the model's skill, the resampling procedure is taken into account. The K 

parameter indicates the number of groups created by splitting the dataset. Furthermore, the EC 

technique is used for accurate intrusion categorization, and this algorithm is more robust. The 

EC pseudo code is the algorithm that follows. The random forest classifier is made up of 

numerous decision trees that form a decision tree based on a data sample that predicts everyone 

and then votes on the best option. It done much better than the decision tree. 

 

 
Fig 4 EC algorithm 

 

Stopping Criteria  

Without particular stopping criteria the feature selection process continuous its execution 

through the search space. Generation procedures and evaluation methods have different impact 

on the choice for a stopping criterion. Stopping criteria based on a subset generation includes: 

(i) maximum number of features, and (ii) maximum number of generations reached. Stopping 

criteria based on an evaluation method includes: (i) further process not produce a better subset 

and (ii) optimal subset according to evaluation methods is obtained. A process of feature 

selection halts by returning best selected subset of features to a machine learning algorithm. 

Generalized algorithm of Feature selection is shown below: Symbols: D= data set S= search 

technique M= Evaluation Measure Sc= stopping criteria F optimal= optimal subset of features. 

Procedure Feature Selection (D,S, M,Sc) 

REPEAT  

(i) Generate subset of features (Ftemp) with subset generation procedure by using 

search procedure (S).  
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(ii) (ii) Validate subset (F temp) using evaluation technique M. If (Evaluation criterions 

are satisfied) Update F optimal with F temp. Until stopping criteria Sc is matched 

Return F optimal (optimal subset of features.) 

 

IV. Results and Discussion 

On the UNSW-NB15 dataset, the suggested VFS-EC intrusion detection algorithm performs 

well. The data was gathered from https://research.unsw.edu.au/projects/unsw-nb15-dataset. 

UNSW Canberra cyber range lab created the UNSW-NB15 dataset raw network packets for 

synthetic current behaviour attack and generating activities of real modern normal. UNSW 

Canberra cyber range lab created the UNSW-NB15 dataset raw network packets for synthetic 

current behaviour attack and generating activities of real modern normal. 

 

4.1 Analyzed performance 

The results of the proposed system's K-Fold cross validation are provided in table-1. Various 

types of cross validation have yielded different accuracy rates. 1 fold cross validation revealed 

68.11 percent, 2 fold cross validation revealed 99.84 percent, 3 fold cross validation revealed 

99.85 percent, and so on. The 5 fold cross validation, on the other hand, revealed a maximum 

accuracy rating of 99.87 percent. 

 

Table-1. Cross-validation using the K-fold method 

 

Method Accuracy 

1 fold cross 

validation 

68.11 

2 fold cross 

validation 

99.84 

3 fold cross 

validation 

99.85 

4 fold cross 

validation 

99.86 

5 fold cross 

validation 

99.87 

 

Table-2 also shows the total number of columns and the selected columns of the introduced 

system. From the results, it appears that almost 18 columns have been chosen out of a total of 

40. The 18 columns chosen were determined to be useful. 

Table-2. Columns from the dataset that were chosen 

Total Number of Columns 40 

Number of Selected 

Columns 

2,5,6,8,9,10,12,16,18,20, 

24,29,31,33,34,36,40 

 

https://research.unsw.edu.au/projects/unsw-nb15-dataset
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Performance of the Enhanced Classification Algorithm 

The confusion matrix is generally utilised to assess the classifier model’s performance. 

Obtained results are shown in fig.3. From the results, it is found that, 51821 have been correctly 

identified as attacks (True Positives), while, 117156 have been correctly detected to be normal 

(True Negatives). On contrary, 3613 attacks have been misinterpreted as normal (False 

Positives), whereas, 998 normal have been misclassified as attacks (False Negatives). Though 

the correct classification rate is maximum in comparison to the misclassified rate, the proposed 

classifier is found to be effective. 

 

Fig.3.  Matrix of ambiguity 

4.2 Analyses Comparative 

The suggested system's performance is compared in terms of precision, recall, F-measure, FPR 

(False Positive Rate), and accuracy. Table-3 displays the obtained results. The present methods 

for analysis are abnormal, normal, and weighted average. Figures 2 and 3 show the graphical 

outcomes of the study. 

Table-3. In terms of performance measures, comparative analysis [29] 

Method Precision Recall F-measure FPR Accuracy 

Abnormal 0.9471 0.9649 0.9561 0.0644 0.9515 

Normal 0.9556 0.9353 0.9454 0.0353 0.9515 

Weighted 

average 
0.9516 0.9515 0.9515 0.054 0.9515 

VFS-EC 0.9915 0.9915 0.9915 0.0256 0.9987 

 

According to the findings, the normal technique had the highest precision rate of 0.9556 

percent, but the proposed VFS-EC (k-fold Cross Validated Artificial Neural Network Weighted 

Random Forest Classification) method had the highest precision rate of 0.9915 percent. In the 

same way, abnormal method had the highest recall rate of 0.9471 percent. However, with 0.915 
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percent, the introduced technology outperforms previous methods. Similarly, the F—measure 

and accuracy rate of the procedures under consideration differed in each situation. The 

proposed work, on the other hand, yielded better results than traditional methods. On the 

contrary, a system's effectiveness is confirmed by its minimum FPR rate. As a result, as 

demonstrated in fig. 4, the suggested work had a lower FPR than existing approaches. 

 

Fig.4. In terms of performance measures, comparative analysis [29] 

Table 4 shows the comparison between the best transfer models with ML algorithms [32] 

LOGNN (Logarithmic Neural Network), RF (Random Forest), KNN (K Nearest Neighbour), 

CNN (Convolutional Neural Network), RNN (Recurrent Neural Network), DNN (Deep Neural 

Network), LSTM (Long Short-Term Memory), SVM rbf, Conv LSTM SAE NN, SDAE 

ELM1, SDAE ELM2, SDAE ELM3, stacked CNN LSTM.[34] Table-4 displays the obtained 

results. Traditional stacked CNN LSTM SAE NN and Conv LSTM SAE NN accuracy rates 

were 0.954 percent, which was higher than other current works. However, the proposed work 

was more accurate than the approaches explored, demonstrating its efficacy. Similarly, when 

compared to traditional studies, the precision, recall, and F1-score of the proposed system 

revealed improved outcomes.  

Table-4. Analyzed in terms of performance metrics [30],[35] 

Algorithm Accuracy Precision Recall 
F1-

Score 

LOGNN 0.941 0.95 0.946 0.948 

CNN 0.589 0.578 0.935 0.717 

DNN 0.759 0.819 0.724 0.766 

LSTM 0.805 0.886 0.745 0.811 

RNN 0.881 0.87 0.927 0.897 
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RF 0.905 0.986 0.866 0.923 

LR 0.745 0.951 0.652 0.774 

KNN 0.808 0.931 0.777 0.847 

DT 0.896 0.98 0.863 0.918 

SVM_rbf 0.655 0.997 0.491 0.658 

Stacked_CNN_LSTM_SAE_NN 0.95 0.965 0.951 0.957 

ConvLSTM_SAE_NN 0.951 0.962 0.951 0.957 

SDAE_ELM1 0.739 0.727 0.844 0.781 

SDAE_ELM2 0.771 0.773 0.82 0.796 

SDAE_ELM3 0.79 0.775 0.88 0.822 

DBN_EGWO_KELM 0.935 0.946 0.941 0.941 

Proposed VFS-EC 0.9987 0.9915 0.9915 0.9915 

 

 

Fig.5. In terms of performance measures, a comparative analysis [30],[34] was conducted. 

In addition, the proposed methodology's performance has been compared to that of 

traditional research [31]. For this analysis, accuracy, F1-score, recall, time, and precision were 

taken into account. Despite the fact that existing strategies produced greater results, the 

suggested methodology demonstrated effective performance across all measures. Furthermore, 

the new work's execution time was determined to be low, demonstrating its usefulness over 

traditional methods[36]. Figures 6 and 7 demonstrate the graphical depiction. 

Table-5. Analysis with respect to various performance metrics [31] 

Model 
Metrics  

Accuracy Precision Recall F1 Score Time(s) 

MLP-1 98.97 93.364 98.45 95.84 430.94 



Webology (ISSN: 1735-188X) 

Volume 18, Number 6, 2021 

 

4798                                                                http://www.webology.org 
 

MLP-2 98.98 93.6 98.37 95.93 595.01 

MLP-3 98.97 93.21 98.54 95.81 606.22 

MLP-4 98.9 92.65 98.66 95.56 617.16 

CNN-1 99.11 95.51 97.73 96.37 423.57 

CNN-2 99.11 94.7 98.07 96.37 892.18 

RNN-1 98.9 93.61 97.65 95.62 128.93 

RNN-2 98.81 92.21 98.28 95.14 273.46 

RNN-LSTM-1 98.93 93.94 97.56 95.74 301.55 

RNN-LSTM-2 98.87 92.62 98.12 95.28 388.28 

RNN-GRU-1 98.87 93.2 97.86 95.47 317.03 

RNN-GRU-2 98.8 92.11 98.37 95.15 412.74 

CNN+LSTM-1 99.12 95.92 97.126 96.55 1355.7 

CNN+LSTM-2 99.11 95.96 97.07 96.51 1334.2 

Proposed VFS-EC 99.87 99.15 99.15 99.15 126.3 

 

 

Fig.6. Comparative analysis with respect to performance metrics [31] 

In terms of the metrics evaluated, the analytical results demonstrated that the proposed 

approach is more effective and efficient than traditional methods. The introduced work has a 

low rate of misinterpretation and a short execution duration, demonstrating its efficacy. As a 

result of these findings, it is suited for intrusion detection. 

V. Conclusion 

As a result, the UNSW-NB15 dataset's optimal features were chosen using the VFC algorithm 

for feature selection. Once an assault has been detected, the proposed Ec-k fold Cross verified 

Artificial neural network weighted Random Forest classification is used to make the proper 

classification. For the UNSW-NB15 Dataset, the suggested system VFS-EC achieved the 
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greatest accuracy rate of 0.9987, demonstrating that the proposed method outperforms existing 

systems for classifying and detecting diverse threats. As a result, the system is effectively 

repaired in a short period of time. 
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